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Abstract. By analytic perturbations, we refer to shifts that are finite rank perturbations
of the form Mz + F , where Mz is the unilateral shift and F is a finite rank operator on the
Hardy space over the open unit disc. Here shift refers to the multiplication operator Mz on
some analytic reproducing kernel Hilbert space. In this paper, we first isolate a natural class
of finite rank operators for which the corresponding perturbations are analytic, and then
we present a complete classification of invariant subspaces of those analytic perturbations.
We also exhibit some instructive examples and point out several distinctive properties (like
cyclicity, essential normality, hyponormality, etc.) of analytic perturbations.
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1. Introduction

Perturbation theory for linear operators is an old subject that studies spectral theory and
the structural behavior of linear operators that are perturbed by small operators (see the
classic [10]). Broadly speaking, the main aim of perturbation theory is to study (and also
compare the properties of)

S = T + F,

where T is a tractable operator (like unitary, normal, isometry, self-adjoint, etc.) and F is
a finite rank (or compact, Hilbert–Schmidt, Schatten-von Neumann class, etc.) operator on
some Hilbert space.

The theory of perturbed linear operators is far from complete and there are many open
problems and untouched areas (cf. [7, 9, 11, 14, 17]). In this note, however, we propose
an analytic approach to perturbation theory, namely, we study analytic perturbations of
unilateral shift on the Hardy space H2(D) over the open unit disc D in C. More specifically,
we deal with closed invariant subspaces of “shift” operators of the form

Sn = Mz + F,
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where Mz denotes the unilateral shift and F is a finite rank operator (of rank ≤ n) on H2(D).
We call a bounded linear operator S acting on a Hilbert space a shift if S is unitarily equivalent
to Mz on some analytic Hilbert space, where Mz denote the multiplication operator by the
coordinate function z. In this paper, analytic Hilbert spaces will refer to reproducing kernel
Hilbert spaces of analytic functions on D. The unilateral shift Mz on H2(D) is a natural
example (which is also a model example of isometry) of shift.

Now the classification of invariant subspaces of the unilateral shift is completely known,
thanks to the classical work of Beurling [5]: A nonzero closed subspace M ⊆ H2(D) is
invariant under Mz if and only if there exists an inner function θ ∈ H∞(D) such that

M = θH2(D).

We use the standard notation H∞(D) to denote the Banach algebra of all bounded analytic
functions on D.

In this paper, we first introduce a class of finite rank operators F (we call them n-
perturbations) on H2(D) for which the corresponding perturbations Sn = Mz + F are shifts
(we call them n-shifts). Then we present a complete classification of Sn-invariant closed sub-
spaces of H2(D). Note again that Sn is unitarily equivalent to the multiplication operator Mz

on some analytic Hilbert space.
Our central result (see Theorem 3.2) is the following invariant subspace theorem (see Def-

inition 2.2 for the formal definition of n-shifts): Let Sn = Mz + F on H2(D) be an n-shift,
and letM be a nonzero closed subspace of H2(D). ThenM is invariant under Sn if and only
if there exist an inner function θ ∈ H∞(D) and polynomials {pi, qi}n−1i=0 ⊆ C[z] such that

M = (Cϕ0 ⊕ Cϕ1 ⊕ · · · ⊕ Cϕn−1)⊕ znθH2(D),

where ϕi = zipiθ − qi for all i = 0, . . . , n− 1, and

Snϕj ∈ (Cϕj+1 ⊕ · · · ⊕ Cϕn−1)⊕ znθH2(D),

for all j = 0, . . . , n− 2, and Snϕn−1 = znpn−1θ.
The above classification is based on a result of independent interest (see Theorem 3.1): If
M is a nonzero closed Sn-invariant subspace of H2(D), then

dim(M	 SnM) = 1.

Clearly, this is a Burling-type property of Sn-invariant subspaces.
We remark that a priori examples of n-shifts may seem counter-intuitive because of the

intricate structure of perturbed of linear operators. Subsequently, we put special emphasis on
natural examples of n-shifts, and as interesting as it may seem, analytic spaces corresponding
to (truncated) tridiagonal kernels or band kernels with bandwidth 1 give several natural
examples of n-shifts. In the special case when Sn is unitarily equivalent to a shift on an
analytic space corresponding to a band truncated kernel with bandwidth 1, we prove that the
invariant subspaces of Sn are also hyperinvariant. Our proof of this fact follows a classical
route: computation of commutants of shifts. In general, it is a difficult problem to compute
the commutant of a shift (even for weighted shifts). However, in our band truncated kernel
case, we are able to explicitly compute the commutant of n-shifts:

{Sn}′ = {Tϕ +N : ϕ ∈ H∞(D), rankN ≤ n},
where Tϕ denotes the analytic Toeplitz operator with symbol ϕ ∈ H∞(D), and N admits
an explicit (and restricted) representation (cf. (4.8)). We also present concrete examples of
1-shifts on tridiagonal kernel spaces with special emphasis on cyclicity of invariant subspaces.
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For instance, a simple example of S1-shift in Section 6 brings out the following distinctive
properties:

(1) [S∗1 , S1] := S∗1S1 − S1S
∗
1 is of finite rank (in particular, S1 is essentially normal).

(2) S1 is not subnormal (and, more curiously, not even hyponormal).
(3) Invariant subspaces of S1 are cyclic.

We believe that these observations along with the classification of invariant subspaces of
shifts on tridiagonal spaces (a particular case of Theorem 3.2) are of independent interest
beside their application to the theory of perturbed operators. Finally, we remark that pertur-
bations of concrete operators (with some analytic flavor) have been also studied in different
contexts by other authors. For instance, see [1, 9, 11, 13, 14, 15], and notably Clark [7].

The rest of this paper is organized as follows: In Section 2 we formally introduce n-
perturbations and n-shifts, and collect all the necessary preliminaries about n-shifts. Section
3 deals with the invariant subspace theorem of n-shifts.
In Section 4, we restrict our study to n-shifts on truncated tridiagonal spaces. We remark
that shifts on tridiagonal spaces are the “next best” examples of shifts after the weighted
shifts. In this case, we completely parameterize the commutants of n-shifts. In particular, we
prove that the multiplier space of a truncated tridiagonal space is precisely H∞(D).
In Section 5, we use the structure of commutants of shifts on truncated tridiagonal spaces to
prove that the invariant subspaces of n-shifts are actually hyperinvariant. The final section,
Section 6, is devoted to instructive examples. Here we illustrate the main result, Theorem
3.2, with some concrete examples, and present a classification of cyclic invariant subspaces of
1-shifts.

In this paper, all Hilbert spaces will be separable and over C. Given a Hilbert space H,
B(H) will denote the algebra of all bounded linear operators on H. Throughout this paper,
n will be an arbitrary natural number.

2. n-shifts

This section introduces the central concept of this paper, namely, analytic perturbations
or n-shifts. We also explore some basic properties of n-shifts.

We begin with a concise discussion of shift operators. Briefly speaking, a shift operator
is the multiplication operator Mz by the coordinate function z on some Hilbert space of
analytic functions on a domain in C. More specifically, given a Hilbert space E , a function
k : D× D→ B(E) is called positive definite or a kernel [4] if

(2.1)
m∑

i,j=1

〈k(zi, zj)ηj, ηi〉E ≥ 0,

for all {z1, . . . , zm} ⊆ D, {η1, . . . , ηm} ⊆ E and m ≥ 1. A kernel k is called analytic if k is
analytic in the first variable. As is well known, if k is an analytic kernel, then there exists a
Hilbert space Hk, which we call analytic Hilbert space, of E-valued analytic functions on D
such that {k(·, w)η : w ∈ D, η ∈ E} is a total set in Hk with the reproducing property

〈f(w), η〉E = 〈f, k(·, w)η〉Hk
,

for all f ∈ Hk, w ∈ D, and η ∈ E . We now present the formal definition of shift operators:

Definition 2.1. The shift on Hk is the multiplication operator Mz defined by (Mzf)(w) =
wf(w) for all f ∈ Hk and w ∈ D.
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In what follows, we will be mostly concerned with bounded shifts. Therefore, we always
assume that Mz is bounded. Note that, in the scalar-valued case, that is, when E = C, the
positivity condition in (2.1) becomes

m∑
i,j=1

c̄icjk(zi, zj) ≥ 0,

for all {z1, . . . , zm} ⊆ D, {η1, . . . , ηm} ⊆ E and m ≥ 1. The simplest example of an analytic
kernel is the Szegö kernel S on D, where

S(z, w) = (1− zw̄)−1 (z, w ∈ D).

The analytic space corresponding to the Szegö kernel is the well-known (scalar-valued) Hardy
space H2(D), where the shift Mz on H2(D) is known as the unilateral shift (of multiplicity
one). Also, recall that the unilateral shift Mz on H2(D) is the model operator for contractions
on Hilbert spaces (in the sense of basic building blocks [7]).

We also record the key terms of the agreement: X1 ∈ B(H1) and X2 ∈ B(H2) are the same
means there exists a unitary U : H1 → H2 such that UX1 = X2U , that is, X1 and X2 are
unitarily equivalent. Therefore, X ∈ B(H) is a shift if there exists an analytic Hilbert space
Hk such that the shift Mz on Hk and X are unitarily equivalent. Finally, we are ready to
introduce the central objects of this paper:

Definition 2.2 (n-shifts). A linear operator F on H2(D) is called an n-perturbation if
(i) Fzm = 0 for all m ≥ n,
(ii) F (zmH2(D)) ⊆ zm+1C[z] for all m ≥ 0, and
(iii) Mz + F is left-invertible.

We call Sn = Mz + F the n-shift corresponding to the n-perturbation F (or simply n-shift if
F is clear from the context).

Since ranF ⊆ span{1, z, . . . , zn−1}, it follows that an n-perturbation is of rank m for some
m ≤ n. In fact, it is easy to see that the rank of the 2-perturbation

Fzm =

{
z2 if m = 0, 1

0 otherwise,

is precisely 1. Moreover, S2 = Mz + F is a 2-shift. Indeed, since S∗2S2 =

[
2 2
2 4

]
⊕ Iz2H2(D) on

H2(D) = C⊕Cz⊕ z2H2(D), it follows that S∗2S2 is invertible, and hence S2 is left-invertible.
Now we justify Definition 2.2 by showing that an n-shift is indeed a shift.

Lemma 2.3. Let F be an n-perturbation. If Sn = Mz + F , then:
(i) F (zmf) = 0 for each m ≥ n and f ∈ H2(D).
(ii) For each f ∈ H2(D) and m ≥ 1, there exists p ∈ C[z], depending on both f and m,

such that
Smn f = zm(f + p).

(iii) Sn is a shift on some analytic Hilbert space.

Proof. Part (i) immediately follows from the fact that F (zmp) = 0 for all p ∈ C[z]. Since by
assumption F (zmH2(D)) ⊆ zm+1C[z], m ≥ 0, for each f ∈ H2(D), there exists a polynomial
pf ∈ C[z] such that Ff = zpf . Then

Snf = (Mz + F )f = zf + zpf = z(f + pf ),
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and hence, there exists qf ∈ C[z] such that

S2
nf = (Mz + F )(z(f + pf )) = z2(f + pf ) + z2qf = z2(f + pf + qf ).

The second assertion now follows by the principle of mathematical induction. To prove the
last assertion, we use (ii) to conclude that

(2.2) Smn H
2(D) ⊆ zmH2(D) (m ≥ 0).

Since we know that Mz on H2(D) is pure, that is, ∩m≥0zmH2(D) = {0}, the above inclusion
implies that

∩m≥0Smn H2(D) ⊆ ∩m≥0zmH2(D) = {0}.
Using this and the left invertibility of Sn, it follows that Sn on H2(D) is a shift.

Note that the following standard fact [16] has been used in the above proof: If T ∈ B(H) is
a left-invertible operator and if ∩∞m=0T

mH = {0}, then T is unitarily equivalent to the shift
Mz on some W-valued analytic Hilbert space, where W = H	 TH. In the present case, if

W = kerS∗n = ker(Mz + F )∗,

then Sn on H2(D) is unitarily equivalent to Mz on some W-valued analytic Hilbert space Hk

over D. Here the kernel function k is explicit [16, Corollary 2.14] and involves a specific left
inverse of Sn (namely, (S∗nSn)−1S∗n), but we will not need this.

Let T be a bounded linear operator on a Hilbert space H. Given a vector f ∈ H, let [f ]T
denote the T -cyclic closed subspace generated by f , that is

[f ]T = clos {p(T )f : p ∈ C[z]}.

Lemma 2.4. If f ∈ H2(D) is a nonzero function, then [f ]Sn contains a nontrivial closed
Mz-invariant subspace of H2(D).

Proof. Suppose g ∈ H2(D). By part (ii) of Lemma 2.3, we already know that Snng = zn(g+p)
for some p ∈ C[z]. Then part (i) of the same lemma implies that

Sn+1
n g = (Mz + F )(zng + znp) = Mz(z

ng + znp) = Mz(S
n
ng).

Then, by induction, we have Smn g = Mm−n
z (Snng), and hence

(2.3) Smn = Mm−n
z Snn (m ≥ n+ 1).

In particular, if f is nonzero in H2(D), then [Snnf ]Mz is an Mz-invariant closed subspace of
[f ]Sn .

In the context of the equality (2.3), note in general that

[Mm−n
z , Snn ] = Mm−n

z Snn − SnnMm−n
z 6= 0 (m ≥ n+ 1).

3. Invariant subspaces

In this section, we will prove the central result of this paper: a complete classification of
n-shift invariant closed subspaces of H2(D). However, as a first step, we need to prove a
Beurling type property of invariant subspaces of n-shifts. We recall that if S is a nonzero
closed Mz-invariant subspace of H2(D), then

dim (S 	 zS) = 1.
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This is an easy consequence of the Beurling theorem (or, one way to prove the Beurling
theorem). In the following, we prove a similar result for Sn-invariant closed subspaces of
H2(D).

Theorem 3.1. If M⊆ H2(D) is a nonzero closed Sn-invariant subspace, then

dim(M	 SnM) = 1.

Proof. Suppose if possible that M	 SnM = {0}. Since Sn is left-invertible, it follows that

SmnM =M (m ≥ 1),

which implies that

M = ∩m≥1SmnM⊆ ∩m≥1Smn H2(D) ⊆ ∩m≥1zmH2(D) = {0},
where the second inclusion follows from (2.2). This contradiction shows thatM	SnM 6= {0}.
Now suppose that f, g ∈ M 	 SnM be unit vectors. If possible, assume that f and g are
orthogonal, that is, 〈f, g〉 = 0. We claim that

[f ]Sn ∩ [g]Sn = {0}.
To prove this, first we pick a nonzero vector h ∈ [f ]Sn ∩ [g]Sn . Then there exist sequences of
polynomials {pm}m≥1 and {qm}m≥1 such that

(3.1) h = lim
m→∞

(pm(Sn)f) = lim
m→∞

(qm(Sn)g).

For each m ≥ 1, we let

pm(z) = αm,0 + αm,1z + · · ·+ αm,tmz
tm ,

and
qm(z) = βm,0 + βm,1z + · · ·+ βm,lmz

lm ,

where tm and lm are in N and m ≥ 1. Now Slng ∈ SnM for all l ≥ 1, together with 〈g, f〉 = 0
implies that 〈qm(Sn)g, f〉 = 0 for all m ≥ 1. Therefore

〈h, f〉 = 〈 lim
m→∞

pm(Sn)f, f〉 = 〈 lim
m→∞

qm(Sn)g, f〉 = lim
m→∞

〈qm(Sn)g, f〉 = 0,

that is, 〈h, f〉 = 0, where, on the other hand

〈h, f〉 = 〈 lim
m→∞

pm(Sn)f, f〉 = lim
m→∞

〈pm(Sn)f, f〉 = lim
m→∞

〈αm,0f, f〉,

as Slnf ∈ SnM for all l ≥ 1, and f ⊥ SnM. We immediately deduce that

lim
m→∞

αm,0 = 0.

Thus we obtain
h = lim

m→∞
((αm,1Sn + · · ·+ αm,tmS

tm
n )f).

Since 〈Skng, g〉 = 0 and 〈Slnf, g〉 = 0 for all k, l ≥ 1, repeating the same argument as above,
we have 〈h, g〉 = 0 and

lim
m→∞

βm,0 = 0,

and consequently
h = lim

m→∞
((βm,1Sn + · · ·+ βm,lmS

lm
n )g).

Thus we obtain

lim
m→∞

((αm,1Sn + · · ·+ αm,tmS
tm
n )f) = lim

m→∞
((βm,1Sn + · · ·+ βm,lmS

lm
n )g).
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Multiplying both sides by a left inverse of Sn (for instance, (S∗nSn)−1S∗n is a left inverse of Sn
[16]) then gives

h1 : = lim
m→∞

((αm,1 + αm,2Sn + · · ·+ αm,tmS
tm−1
n )f)

= lim
m→∞

((βm,1 + βm,2Sn + · · ·+ βm,lmS
lm−1
n )g).

We are now in exactly the same situation as in (3.1). Proceeding as above, we then have

lim
m→∞

αm,1 = lim
m→∞

βm,1 = 0.

Arguing similarly, it will follow by induction that

lim
m→∞

αm,t = lim
m→∞

βm,l = 0.

for all t = 0, 1, . . . , tm, and l = 0, 1, . . . , lm, and m ≥ 1, and so h = 0. This contradiction
shows that

[f ]Sn ∩ [g]Sn = {0}.
Now by Lemma 2.4 and the classical Beurling theorem, we know that θ1H

2(D) ⊆ [f ]Sn and
θ2H

2(D) ⊆ [g]Sn for some inner functions θ1 and θ2 in H∞(D). Since

θ1θ2 ∈ θ1H2(D) ∩ θ2H2(D) ⊆ [f ]Sn ∩ [g]Sn ,

it follows that θ1H
2(D)∩ θ2H2(D) 6= {0}, which contradicts the fact that [f ]Sn ∩ [g]Sn = {0}.

Therefore, dim(M	 SnM) = 1, and completes the proof of the theorem.

Note that the final part of the above proof uses the classical Beurling theorem (see the
first part of Section 1): IfM is a nonzero Mz-invariant closed subspace of H2(D), then there
exists an inner function θ ∈ H∞(D) such that M = [θ]Mz . We will return to the issue of
cyclic invariant subspaces of 1-shifts in Section 6, and here we proceed to state and prove our
general invariant subspace theorem.

Theorem 3.2. Let F be an n-perturbation on H2(D), and letM be a nonzero closed subspace
of H2(D). ThenM is invariant under Sn = Mz+F if and only if there exist an inner function
θ ∈ H∞(D) and polynomials {pi, qi}n−1i=0 ⊆ C[z] such that

M = (Cϕ0 ⊕ Cϕ1 ⊕ · · · ⊕ Cϕn−1)⊕ znθH2(D),

where ϕi = zipiθ − qi for all i = 0, . . . , n− 1, and

Snϕj ∈ (Cϕj+1 ⊕ · · · ⊕ Cϕn−1)⊕ znθH2(D),

for all j = 0, . . . , n− 2, and Snϕn−1 = znpn−1θ.

Proof. Let M be a nonzero closed subspace of H2(D). Observe that

Sn(znf) = (Mz + F )(znf) = zn+1f + F (znf) = zn+1f,

for all f ∈ H2(D), where the last equality follows from Lemma 2.3. Therefore

(3.2) Mm+n
z = Smn M

n
z (m ≥ 1).

To prove the sufficient part, we see, by (3.2), that

Sn(znθf) = zn+1θf ∈ znθH2(D),

for all f ∈ H2(D), and hence Sn(znθH2(D)) ⊆ znθH2(D). This and the remaining assump-
tions then implies that SnM⊆M.
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For the converse direction, assume that SnM⊆M. Theorem 3.1 then implies

M = Cϕ0 ⊕ SnM,

for some nonzero vector ϕ0 ∈M	SnM. SinceM is closed and Sn is left invertible, it follows
that SnM is also a nonzero closed Sn-invariant subspace of H2(D). By Theorem 3.1 again,
we have

M = Cϕ0 ⊕ (Cϕ1 ⊕ S2
nM),

for some nonzero vector ϕ1 ∈ SnM	 Sn(SnM). Continuing exactly in the same way, by
induction, we find ϕi ∈ SinM	 Si+1

n M, i = 0, 1, . . . , n− 1, such that

M = (Cϕ0 ⊕ Cϕ1 ⊕ · · · ⊕ Cϕj−1)⊕ SjnM,

for all j = 1, . . . , n. In particular, M = (Cϕ0 ⊕ Cϕ1 ⊕ · · · ⊕ Cϕn−1)⊕ SnnM. Now, by (2.3),
we have Mz(S

n
nf) = Sn+1

n f , f ∈ M, which implies that Mz(S
n
nM) ⊆ SnnM, that is, SnnM is

a closed nonzero Mz-invariant subspace of H2(D). By the Beurling theorem this implies that

SnnM = θ̃H2(D) for some inner function θ̃ ∈ H∞(D). Since each element in SnnM has a zero

of order at least n at z = 0 (see part (ii) of Lemma 2.3), it follows that θ̃ = znθ for some
inner function θ ∈ H∞(D). Thus

(3.3) SnnM = znθH2(D),

and hence
M = (Cϕ0 ⊕ Cϕ1 ⊕ · · · ⊕ Cϕn−1)⊕ znθH2(D),

for some inner function θ ∈ H∞(D). Fix an i ∈ {0, 1, . . . , n− 1}. Since ϕi ∈ SinM	 Si+1
n M,

by construction, we have ϕi ∈ SinM, and hence (3.3) implies

Sn−iϕi ∈ SnnM = znθH2(D).

Therefore, there exists hi ∈ H2(D) such that

(3.4) Sn−in ϕi = znθhi.

By part (ii) of Lemma 2.3, there exists a polynomial qi ∈ C[z] such that Sn−in ϕi = zn−i(ϕi+qi).
Then

(3.5) ϕi + qi = ziθhi.

Since ϕi ⊥ SnnM = znθH2(D), by construction, for each l ≥ 0, we have

〈ziθhi, zn+lθ〉 = 〈ϕi + qi, z
n+lθ〉 = 〈qi, zn+lθ〉,

which, along with 〈ziθhi, zn+lθ〉 = 〈hi, zn+l−i〉, implies that

〈hi, zn+l−i〉 = 〈qi, zn+lθ〉.
Finally, using the fact that qi is a polynomial, we conclude that for each i = 0, . . . , n − 1,
there exists a natural number ni such that 〈hi, zt〉 = 0 for all t ≥ ni, and hence pi := hi is a
polynomial. This completes the proof.

From the final part of the above proof, we note that hi := pi is a polynomial. Therefore,
by (3.4) and (3.5), there exist polynomials pi, qi ∈ C[z] such that ϕi = zipiθ − qi, and

(3.6) Sn−in ϕi = znpiθ (i = 0, 1, . . . , n− 1).

The description of invariant subspaces of Sn as in the above theorem appears to be sat-
isfactory and complete. However, a more detailed delicacy is hidden in the structure of
polynomials {pi, qi}n−1i=0 and the finite rank operator F . In fact, without much control over
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these polynomials (and/or the finite rank operator F ), hardly much can be said about the
other basic properties of n-shift invariant subspaces. For instance:

When an n-shift invariant subspace is cyclic?

Needless to say, the cyclicity property of shift operators is a complex problem. We will return
to this issue in Section 6, and refer [1, 6] for some modern development of cyclic vectors of
shift invariant subspaces of function Hilbert spaces.

4. Commutants

In this section, we compute commutants of n-shifts on analytic Hilbert spaces corresponding
to truncated tridiagonal kernels. The concept of tridiagonal kernels or band kernels with
bandwidth one in the context of analytic Hilbert spaces was introduced in [2, 3]. Note that
shifts on analytic Hilbert spaces corresponding to band kernels with bandwidth one are the
next best examples of shifts after the weighted shifts.

The following definition is a variant of truncated tridiagonal kernels which is also motivated
by a similar (but not exactly the same) concept of kernels in the context of Shimorin’s analytic
models [8].

Definition 4.1. Let Hk be an analytic Hilbert space corresponding to an analytic kernel
k : D× D→ C. We say that Hk is a truncated space (and k is a truncated kernel) if:

(i) C[z] ⊆ Hk,
(ii) the shift Mz is bounded on Hk, and
(iii) {fm}m≥0 forms an orthonormal basis of Hk, where fm = (am + bmz)zm, m ≥ 0, for

some scalars {am}m≥0 and {bm}m≥0 such that as 6= 0 for all s ≥ 0, and bt = 0 for all t ≥ n.

Note that in the above definition, n is a fixed natural number. Also, in this case, the kernel
function k is given by

k(z, w) =
∞∑
m=0

fm(z)fm(w) (z, w ∈ D).

If, in addition, {| am
am+1
|}m≥0 is bounded away from zero, then Mz on Hk is left-invertible [8,

Theorem 3.5]. Clearly, the above representation of k justifies the use of the term tridiagonal
kernel.

Throughout this section, we will assume that am = 1 for all m ≥ 0. Using the orthonormal
basis {fm = (1 + bmz)zm}m≥0 of Hk, a simple calculation reveals that (cf. [2, Section 3] or [8,
Section 2])

(4.1) zm =
∞∑
t=0

(−1)t
( t−1∏
j=0

bm+j

)
fm+t (m ≥ 0),

where Π−1j=0xm+j := 1. Since bm = 0, m ≥ n, we have
∏t−1

j=0 bm+j = 0 for all t ≥ n + 1. In
particular, the above is a finite sum. We set

(4.2) cm,p = bm − bm+p,

for all m ≥ 0 and p ≥ 1. Clearly, cm,p = 0 for all m ≥ n. Now Mzfm = zm+1 +bmz
m+2 implies

that

zfm = fm+1 + (bm − bm+1)z
m+2 = fm+1 + cm,1z

m+2,
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that is, zfm = fm+1 + cm,1z
m+2 for all m ≥ 0. Then (4.1) yields

(4.3) zfm = fm+1 + cm,1

∞∑
t=0

(−1)t
( t−1∏
j=0

bm+2+j

)
fm+2+t (m ≥ 0).

Since cm,1 = 0 for all m ≥ n, as pointed out earlier, it follows that zfm = fm+1 for all m ≥ n.
In particular, the matrix representation of Mz with respect to the orthonormal basis {fm}m≥0
is given by (also see [2, Page 729])

[Mz] =



0 0 0 . . . 0 0 . . .
1 0 0 . . . 0 0 . . .
c0,1 1 0 . . . 0 0 . . .
−c0,1b2 c1,1 1 . . . 0 0 . . .

c0,1b2b3 −c1,1b3 c2,1
. . . 0 0 . . .

...
...

...
. . . . . .

...
...

0 0 0 . . . cn−1,1 1
. . .

0 0 0 . . . 0 0
. . .

...
. . . . . . . . . . . . . . . . . .


.

We define the canonical unitary map U : Hk −→ H2(D) by setting Ufm = zm, m ≥ 0. It
then follows that

(4.4) UMz = SnU,

where Sn := Mz + F is the n-shift corresponding to the n-perturbation F on H2(D) whose
matrix representation with respect to the orthonormal basis {zm}m≥0 of H2(D) is given by

[F ] =



0 0 0 . . . 0 0 . . .
0 0 0 . . . 0 0 . . .
c0,1 0 0 . . . 0 0 . . .
−c0,1b2 c1,1 0 . . . 0 0 . . .
c0,1b2b3 −c1,1b3 c2,1 . . . 0 0 . . .

...
...

...
. . . . . .

...
...

0 0 0 . . . cn−1,1 0 · · ·
0 0 0 . . . 0 0 · · ·
...

...
... . . . . . .

...
...


,

Definition 4.2. We call Sn the n-shift corresponding to the truncated kernel k.

Now we turn to the commutants of n-shifts corresponding to truncated kernels. Since Mz

on Hk and Sn on H2(D) are unitarily equivalent, the problem of computing the commutant
of Sn reduces to that of Mz.

Let Hk be a truncated space. Recall that a function ϕ : D → C is said to be a multiplier
of Hk if ϕHk ⊆ Hk [4]. We denote by M(Hk) the set of all multipliers. By the closed graph
theorem, a multiplier ϕ ∈M(Hk) defines a bounded linear operator Mϕ on Hk, where

Mϕf = ϕf (f ∈ Hk).

We call Mϕ the multiplication operator corresponding to ϕ.
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We will use the following notation: If X ∈ B(H), then the commutant of X, denoted by
{X}′, is the algebra of all operators T ∈ B(H) such that TX = XT . In the following, we
observe that {Mz}′ = {Mϕ : ϕ ∈M(Hk)}. The proof is fairly standard:

Lemma 4.3. Suppose A ∈ B(Hk). Then AMz = MzA if and only if there exists ϕ ∈ M(Hk)
such that A = Mϕ.

Proof. The “if” part is easy. To prove the “only if” part, suppose AMz = MzA and let
A1 = ϕ. Clearly, ϕ ∈ Hk. Since fm = (1 + bmz)zm, it follows that

Afm = Azm + bmAz
m+1 = (zm + bmz

m+1)A1 = fmϕ = ϕfm,

for all m ≥ 0. Since {fm}m≥0 is an orthonormal basis, we have Af = ϕf for all f ∈ Hk, and
hence, ϕHk ⊆ Hk. This proves that A = Mϕ, and completes the proof of the lemma.

Now we prove the main result of this section. It essentially says that M(Hk) = H∞(D),
that is, {Mz}′ = {Mϕ : ϕ ∈ H∞(D)}.

Theorem 4.4. Let ϕ : D → C be a function, and let Hk be a truncated space with {fm}m≥0
as an orthonormal basis, where fm(z) = (1 + bmz)zm, m ≥ 0, and bt = 0 for all t ≥ n. Then
ϕ ∈M(Hk) if and only in ϕ ∈ H∞(D).

Proof. Recall from (4.3) that

zfm = fm+1 + cm,1

∞∑
t=0

(−1)t
( t−1∏
j=0

bm+2+j

)
fm+2+t (m ≥ 0).

In general, for any p ≥ 1, we have

zpfm = (1 + bmz)zm+p = fm+p + (bm − bm+p)z
m+p+1.

Since cm,p = bm − bm+p for all m ≥ 0 and p ≥ 1 (see (4.2)), it follows that

(4.5) zpfm = fm+p + cm,p(fm+p+1 − bm+p+1fm+p+2 + bm+p+1bm+p+2fm+p+3 − · · · ).

Note that cm,p = 0 for all m ≥ n. Let ϕ ∈ Hk, and suppose ϕ =
∑∞

m=0 αmz
m. Since

ϕf0 =
∑∞

m=0(αmz
mf0) and f0 = 1 + b0z, (4.5) implies

ϕf0 = α0f0 + α1f1 + (α2 + β1,0)f2 + · · ·+ (αn + βn−1,0)fn +
∞∑

t=n+1

(αt + c0,t−1αt−1)ft,

where

βj,0 = coefficient of fj+1 − αj+1 (j = 1, . . . , n− 1).

Observe that βj,0 is a finite sum for each j = 1, . . . , n− 1. Similarly, for each 0 ≤ m < n, we
have

ϕfm =α0fm + α1fm+1 + (α2 + β1,m)fm+2 + · · ·+ (αn−m + βn−m−1,m)fn

+
∞∑

t=n+1

(αt−m + cm,t−m−1αt−m−1)ft,

where, as before, we let

βj,m = coefficient of fj+m+1 − αj+1 (j = 1, . . . , n−m− 1).
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Finally, for each m ≥ n, it is easy to see that

ϕfm =
∞∑
j=0

αjfm+j.

Therefore, the formal matrix representation of the linear operator Mϕ (which is not necessarily
bounded yet) is given by the formal sum of matrix operators

(4.6) [Mϕ] = [T̃ϕ] + [N ],

where

(4.7) [T̃ϕ] =


α0 0 0 0 . . .

α1 α0 0 0
. . .

α2 α1 α0 0
. . .

...
. . . . . . . . . . . .


and

(4.8) [N ] =



0 0 0 . . . 0 0 0 . . .

0 0 0 . . . 0 0 0
. . .

β1,0 0 0 . . . 0 0 0
. . .

β2,0 β1,1 0 . . . 0 0 0
. . .

...
...

...
...

...
...

...
. . .

βn−1,0 βn−2,1 βn−3,2 . . . 0 0 0
. . .

c0,nαn c1,n−1αn−1 c2,n−2αn−2 . . . cn−1,1α1 0 0
. . .

c0,n+1αn+1 c1,nαn c2,n−1αn−1 . . . cn−1,2α2 0 0
. . .

c0,n+2αn+2 c1,n+1αn+1 c2,nαn . . . cn−1,3α3 0 0
. . .

...
. . . . . . . . . . . . . . . . . . . . .



.

Now assume that ϕ ∈ M(Hk), that is, the multiplication operator Mϕ is bounded on Hk.
Since

Mϕfn = ϕfn =
∞∑
j=0

αjfn+j,

it follows that {αm}m≥0 is square summable, and hence [T̃ϕ] defines a linear (but not neces-
sarily bounded yet) operator on Hk. Since the matrix operator [N ] has at most n nonzero
columns and

∞∑
m=0

|αm|2 <∞,

it follows that [N ] is bounded on Hk. Therefore, by (4.6), [T̃ϕ] defines a bounded linear

operator T̃ϕ on Hk. Then we find that the canonical unitary map U : Hk → H2(D) defined
by equation (4.4) satisfies

UT̃ϕ = TϕU,

where Tϕ denote the (bounded) Toeplitz operator on H2(D) with symbol ϕ. In particular,
ϕ ∈ H∞(D).
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For the converse, we assume that ϕ =
∑∞

m=0 αmz
m is in H∞(D). If we set T̃ϕ = U∗TϕU ,

then T̃ϕ is a bounded linear operator on Hk, and the matrix representation of T̃ϕ will be of
the form (4.7). Finally, since

∑∞
m=0 |αm|2 < ∞, it follows that the matrix (4.8) defines a

bounded linear operator on Hk. Therefore, Mϕ = T̃ϕ+N is bounded on Hk, which completes
the proof of the theorem.

Of course, the inclusionM(Hk) ⊆ H∞(D) follows rather trivially from properties of kernel
functions: Suppose ϕ ∈ M(Hk). By the reproducing property of kernel functions, we have

M∗
ϕk(·, w) = ϕ(w)k(·, w), which implies

|ϕ(w)| = 1

‖k(·, w)‖
‖M∗

ϕk(·, w)‖ ≤ ‖Mϕ‖ (w ∈ D).

In particular, ϕ ∈ H∞(D) and ‖ϕ‖∞ ≤ ‖Mϕ‖. Evidently, the content of the above theorem
is different and proves much more than the standard inclusionM(Hk) ⊆ H∞(D). Also, note
that we have proved more than what has been explicitly stated in the above theorem:

Theorem 4.5. Consider the n-shift Sn corresponding to the truncated space Hk defined as in
Theorem 4.4, and let X ∈ B(H2(D)). Then X ∈ {Sn}′ if and only if there exists ϕ ∈ H∞(D)
such that X = Tϕ +N , where N is a matrix operator as in (4.8) with respect to {zm}m≥0.

The proof follows easily, once one observe that

(4.9) UMϕ = (Tϕ +N)U,

for all ϕ ∈ H∞(D) =M(Hk), where U : Hk → H2(D) is the canonical unitary as in (4.4).
The following observation is now standard: The n-shift Sn as in Theorem 4.4 is irreducible.

Indeed, if M ⊆ Hk is a closed Mz-reducing subspace, then PMMz = MzPM implies that
PM = Mϕ for some ϕ ∈M(Hk). By Theorem 4.4, ϕ ∈ H∞(D). Then P 2

M = PM implies that
ϕ2 = ϕ on D, and we obtain ϕ ≡ 0 or 1. It now follows that M = {0} or Hk.

Representations of commutants of n-shifts on even “simple” truncated spaces appear to be
interesting and nontrivial. We will work out some concrete examples in Section 6.

5. Hyperinvariant subspaces

We continue from where we left in Section 4, and prove that invariant subspaces of n-shifts
on truncated spaces are hyperinvariant. Recall that a closed subspace M ⊆ H is called a
hyperinvariant subspace for T ∈ B(H) if

XM⊆M,

for all X ∈ {T}′. We assume that Hk is a truncated space corresponding to the orthonormal
basis {fm}m≥0, where fm(z) = (1 + bmz)zm, m ≥ 0, and {bm}m≥0 are scalars such that bt = 0
for all t ≥ n. In this case, recall thatM(Hk) = H∞(D) (see Theorem 4.4), and the canonical
unitary U : Hk → H2(D) defined by equation (4.4) satisfies

UMz = SnU and UMϕ = (Tϕ +N)U,

for all ϕ ∈ H∞(D), where N is the finite rank operator whose matrix representation with
respect to the orthonormal basis {zm}m≥0 of H2(D) is given by (4.8).

We are now ready to solve the hyperinvariant subspace problem for n-shifts on truncated
spaces.

Theorem 5.1. Closed invariant subspaces of n-shifts on truncated spaces are hyperinvariant.
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Proof. Let Mz be an n-shift on a truncated space, and let Sn be the corresponding n-shift on
H2(D). Suppose M is a nonzero closed Sn-invariant subspace of H2(D). By Theorem 3.2,
there exist an inner function θ ∈ H∞(D) and polynomials {pi, qi}n−1i=0 such that

M = (Cϕ0 ⊕ Cϕ1 ⊕ · · · ⊕ Cϕn−1)⊕ znθH2(D),

where ϕi = zipiθ− qi for all i = 0, . . . , n− 1, and Snϕj ∈ (Cϕj+1⊕ · · ·Cϕn−1)⊕ znθH2(D) for
all j = 0, . . . , n − 2, and Snϕn−1 = znpn−1θ. In view of Theorem 4.5, we only need to prove
that (Tϕ + N)ϕi ∈ M for all i = 0, 1, . . . , n − 1, and (Tϕ + N)znθH2(D) ⊆ znθH2(D) for all
ϕ ∈ H∞(D). To this end, let ϕ ∈M(Hk) = H∞(D), and suppose ϕ(z) =

∑∞
m=0 αmz

m. Then
for each i = 0, 1, . . . , n− 1, we have

(Tϕ +N)ϕi = UMϕU
∗ϕi = U(ϕU∗ϕi),

and hence

(Tϕ +N)ϕi = U(
∞∑
m=0

αmz
mU∗ϕi)

= U(
∞∑
m=0

αmM
m
z U

∗ϕi)

=
∞∑
m=0

αmS
m
n ϕi ∈M

,

as ϕi ∈M and SnM⊆M. Finally, if f ∈ H2(D), then Lemma 2.3 implies

(Tϕ +N)znθf = Tϕ(znθf) + 0 = znθϕf ∈ znθH2(D),

and hence, (Tϕ +N)znθH2(D) ⊆ znθH2(D), which completes the proof.

Now let Mz be an n-shift, and let M(Hk) = H∞(D). In particular, {Mz}′ = H∞(D). In
this case, a similar argument as the above proof gives the same conclusion as Theorem 5.1.
However, as is well known, explicit computation of M(Hk) is a rather challenging problem.

6. Examples

In this section, we examine Theorem 3.2 from a more definite examples point of view. As we
will see, these examples are instructive and bring out several analytic and geometric flavors,
and points out additional complications to the theory of finite rank perturbations.

Fix scalars a0 and b0 such that 0 < |b0| ≤ |a0|, and consider the 1-shift S1 = Mz + F on
H2(D) corresponding to the 1-perturbation

(6.1) Fzm =

{
((a0 − 1) + b0z)z if m = 0

0 if m ≥ 1.

The fact that S1 is a 1-shift follows from the inherited tridiagonal structure of S1. Indeed,
S1 is unitarily equivalent to the shift Mz on the truncated space Hk with orthonormal basis
{fm}m≥0, where fm = (am + bmz)zm, m ≥ 0, and at = 1 and bt = 0 for all t ≥ 1. Since∣∣∣ am

am+1

∣∣∣ ≥ min{|a0|, 1} (m ≥ 0),

the sequence {| am
am+1
|}m≥0 is bounded away from zero, and hence, Mz is left-invertible (see

the discussion following Definition 4.1). Moreover, the canonical unitary U : Hk → H2(D)
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defined by equation (4.4) satisfies the required intertwining property UMz = S1U . Therefore,
it follows that S1 = Mz + F on H2(D) is indeed a 1-shift. We clearly have

(6.2) Ff = f(0)((a0 − 1) + b0z)z (f ∈ H2(D)).

Now we observe three distinctive features of S1: Note that the matrix representation of S1

with respect to the orthonormal basis {zm}m≥0 of H2(D) is given by

[S1] = [Mz + F ] =



0 0 0 0 . . .

a0 0 0 0
. . .

b0 1 0 0
. . .

0 0 1 0
. . .

...
. . . . . . . . . . . .


.

Then, a simple computation yields that

[S∗1 , S1] =



|a0|2 + |b0|2 b̄0 0 0 . . .

b0 1− |a0|2 −a0b̄0 0
. . .

0 −ā0b0 −|b0|2 0
. . .

0 0 0 0
. . .

...
. . . . . . . . . . . .


,

is precisely a rank-3 operator. Indeed, the determinant of the 3 × 3 nonzero submatrix of
[S∗1 , S1] is given by

(|a0|2 + |b0|2)
(
− (1− |a0|2)|b0|2 − |a0|2|b0|2

)
− |b0|4 = −|a0|2|b0|2 < 0.

This also implies that [S∗1 , S1] is not a positive definite operator. Therefore:

(1) S1 is essentially normal, that is, [S∗1 , S1] = S∗1S1 − S1S
∗
1 is compact (in fact, here it is

of finite rank).
(2) S1 is not hyponormal (and hence, not subnormal).
(3) Invariant subspaces of S1 are cyclic.

The proof of the final assertion is the main content of the following two theorems:

Theorem 6.1. Let a0 and b0 be scalars such that 0 < |b0| ≤ |a0|. Suppose

Fzm =

{
((a0 − 1) + b0z)z if m = 0

0 if m ≥ 1,

and consider the 1-shift S1 = Mz+F on H2(D). Then a nonzero closed subspaceM⊆ H2(D)
is invariant under S1 if and only if there exists an inner function θ ∈ H∞(D) such that

M = Cϕ⊕ zθH2(D),

where

ϕ =
(

1 +
b0
a0
|θ(0)|2z

)
θ − θ(0)

a0

(
(a0 − 1) + b0z

)
.

Moreover, if M is as above, then M = [ϕ]S1.
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Proof. In view of Theorem 3.2, we only have to prove the necessary part. Suppose M is a
S1-invariant closed subspace of H2(D). Again, by Theorem 3.2, there exists inner function
θ ∈ H∞(D) such that M = Cϕ⊕ zθH2(D), where S1ϕ = zpθ and

(6.3) ϕ = q + pθ

for some polynomials p, q ∈ C[z]. Since S1ϕ = zpθ, we have zpθ = (Mz + F )ϕ. Then (6.2)
implies

zpθ = (Mz + F )ϕ = zϕ+ ϕ(0)((a0 − 1) + b0z)z,

that is, pθ = ϕ+ ϕ(0)((a0 − 1) + b0z). Therefore,

(6.4) ϕ = pθ − ϕ(0)((a0 − 1) + b0z),

and by (6.3), it follows that q = −ϕ(0)((a0 − 1) + b0z). Now, if m ≥ 1, then ϕ ⊥ zmθH2(D)
implies that 〈ϕ, zmθ〉 = 0, and hence (6.4) yields

〈p, zm〉 = 〈pθ, zmθ〉 = ϕ(0)〈(a0 − 1) + b0z, z
mθ〉.

Since ϕ(0) = p(0)θ(0)
a0

, by (6.4) again, it follows that

〈p, zm〉 =

{
b0
p(0)|θ(0)|2

a0
if m = 1

0 if m > 1.

Thus, we have

p = p(0)(1 +
b0
a0
|θ(0)|2z),

which implies that (by recalling (6.4))

ϕ = pθ − ϕ(0)((a0 − 1) + b0z)

= pθ − p(0)θ(0)

a0
((a0 − 1) + b0z)

= p(0)
[
(1 +

b0
a0
|θ(0)|2z)θ − θ(0)

a0
((a0 − 1) + b0z)

]
.

Finally, since ϕ 6= 0, without loss of generality, we may assume that p(0) = 1. This completes
the proof of the first part. We also have

p = 1 +
b0
a0
|θ(0)|2z.

Since 0 < |b0| ≤ |a0| and θ is inner, it follows that p is an outer polynomial. The remaining
part of the statement is now a particular case of the following theorem.

In the level of S1-invariant subspaces, we have the following general classification:

Theorem 6.2. Let M⊆ H2(D) be a nonzero closed S1-invariant subspace. Then

M = [M	 S1M]S1 ,

if and only if there exists an inner function θ ∈ H∞(D) and an outer polynomial p ∈ C[z]
such that M	 S1M = Cϕ and S1ϕ = zpθ.
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Proof. Let M = Cϕ ⊕ zθH2(D), where θ ∈ H∞(D) is an inner function, ϕ = pθ − q, and
S1ϕ = zpθ for some p, q ∈ C[z] (see Theorem 3.2). Note that

M	 S1M = Cϕ.

Since S1ϕ = zpθ, by (2.3) we have

Sm1 ϕ = Sm−11 (zpθ) = Mm−1
z (zpθ) = zmpθ,

for all m ≥ 2. Therefore

(6.5) Sm1 ϕ = zmpθ (m ≥ 1).

Now suppose that M = [ϕ]S1 . The above equality then tells us that [S1ϕ]S1 ⊆ zθH2(D).
Since ϕ ⊥ zθH2(D), we have

M = [ϕ]S1 = Cϕ⊕ zθH2(D) = Cϕ⊕ [S1ϕ]S1 .

Clearly, we have [S1ϕ]S1 = zθH2(D), where on the other hand

[S1ϕ] = [zpθ]Mz = zθ[p]Mz ,

and hence zθ[p]Mz = zθH2(D). But since zθ is an inner function, we have [p]Mz = H2(D),
that is, p is an outer polynomial. In the converse direction, since p is outer, (6.5) implies that

zθH2(D) = zθ[p]Mz = [S1ϕ]Mz = [S1ϕ]S1 .

Therefore

M = Cϕ⊕ zθH2(D) = Cϕ⊕ [S1ϕ]S1 = [ϕ]S1 ,

which completes the proof of the theorem.

In the setting of Theorem 6.1, we now consider the particular case when a0 = b0 = 1. In
this case

Fzm =

{
z2 if m = 0

0 if m ≥ 1.

Then, by Theorem 6.1, we have:

Corollary 6.3. Let F1 = z2 and Fzm = 0 for all m ≥ 1. Suppose M is a nonzero closed
subspace of H2(D). Then M is invariant under S1 = Mz + F if and only if there exists an
inner function θ ∈ H∞(D) such that M = Cϕ⊕ zθH2(D), where

ϕ = (1 + |θ(0)|2z)θ − θ(0)z.

Moreover, if M is as above, then M = [ϕ]S1.

Moreover, in the setting of Theorem 6.1, for M = Cϕ ⊕ zθH2(D), we have the following
curious observations:

(1) M is of finite codimension if and only if θ is a finite Blaschke product (this is also
true for general n-shift invariant subspaces in the setting of Theorem 3.2).

(2) ϕ need not be an inner function. Indeed, in the setting of Corollary 6.3, consider the

Blaschke factor θ(z) =
1
2
−z

1− 1
2
z
, and set ϕ = (1+|θ(0)|2z)θ−θ(0)z. Then ϕ(z) = 1

2

1− 11
4
z

1− 1
2
z

is

a rational function with z = 2 as the only pole. Note that ϕ(1) = −7
4

and ϕ(−1) = 5
4
.

Clearly, ϕ is not an inner function.
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(3) If θ(0) = 0, then M = [θ]Mz = [θ]S1 . Therefore, S1|M is an unilateral shift of

multiplicity one. On the other hand, if θ̃ is an inner function with θ̃(0) 6= 0, then

S1|M and S1|M̃ are not unitarily equivalent, where M̃ = Cϕ̃ ⊕ zθ̃H2(D) and ϕ̃ =

(1 + b0
a0
|θ̃(0)|2z)θ̃ − θ̃(0)

a0

(
(a0 − 1) + b0z

)
.

The final observation is in sharp contrast with a well-known consequence of the Beurling
theorem: If M1 and M2 are nonzero closed Mz-invariant subspaces of H2(D), then Mz|M1

and Mz|M2 are unitarily equivalent. In view of (3) above, this property fails to hold for
invariant subspaces of n-shifts.

We still continue with the setting of Theorem 6.1, and examine Theorem 4.5 in the case of
the commutators of S1. In fact, we have the following observation: Let X ∈ B(H2(D)). Then
X ∈ {S1}′ if and only if there exists ϕ ∈ H∞(D) such that X = Tϕ +N , where

Nzm =

{
z(ϕ− ϕ(0)) if m = 0

0 otherwise.

Indeed, in this case, f0(z) = 1 + z and fm(z) = zm for all m ≥ 1. Let X ∈ B(H2(D)), and let
XS1 = S1X. Set X̃ = U∗XU . Then, X̃ ∈ B(Hk) ∩ {Mz}′, and, as in the proof of Theorem
4.5, there exist ϕ ∈ H∞(D) such that X̃ = Mϕ. Moreover, if ϕ =

∑∞
m=0 αmz

m, then

Mϕf0 = α0f0 + α1f1 +
∞∑
j=2

(αj + αj−1)fj,

and

Mϕfm =
∞∑
j=0

αjfm+j (m ≥ 1),

which implies that

[Mϕ] =



α0 0 0 0 · · ·
α1 α0 0 0

. . .

α2 + α1 α1 α0 0
. . .

α3 + α2 α2 α1 α0
. . .

...
. . . . . . . . . . . .


.

Therefore, [Mϕ] = [T̃ϕ] + [N ], where

[T̃ϕ] =



α0 0 0 0 · · ·
α1 α0 0 0

. . .

α2 α1 α0 0
. . .

α3 α2 α1 α0
. . .

...
. . . . . . . . . . . .


and [N ] =



0 0 0 0 · · ·
0 0 0 0

. . .

α1 0 0 0
. . .

α2 0 0 0
. . .

...
. . . . . . . . . . . .


.

By the proof of Theorem 4.5, X = UX̃U∗ = Tϕ + N . Clearly, N1 =
∑∞

j=1 αjz
j+1 = z(ϕ −

ϕ(0)), and Nzm = 0 for all m ≥ 1, which ends the proof of the claim.
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In connection with Theorem 6.1, we now point out the other natural (but easier) example
of 1-shift S1 = Mz + F , where

Fzm =

{
z if m = 0

0 if m ≥ 1.

In this case, S1 is a weighed shift with the weight sequence {2, 1, 1, . . .}. Therefore, S1 is similar
to the unilateral shift Mz on H2(D) via an explicit similarity map. Using this, it is rather easy
to deduce, by pulling back inner functions corresponding to Mz-invariant subspaces of H2(D),
that S1-invariant subspaces are cyclic and of the form Cϕ⊕ zθH2(D), with θ ∈ H∞(D) inner
and (after an appropriate scaling)

ϕ = θ − 1

2
θ(0).

We refer to [12] for the theory of invariant subspaces of weighted shifts.
Finally, as far as the results of this present paper are concerned, n-shifts are more realistic

shifts among shifts that are finite rank perturbations of the unilateral shift. However, a
pressing question remains about the classification of invariant subspaces of general shifts that
are finite rank perturbations of the unilateral shift.
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